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2024

AI for images, video, text, music, …

massive investment talks

arms race fears



AI is an exciting new frontier…

… with a long history



How did we get here? (today)



Where do we go next? (next week)



What is AI?

The science and engineering of making 
intelligent machines - John McCarthy, 1955

(IBM)



What is intelligence?



What is intelligence?

- Knowledge
- IQ
- Pattern Recognition
- Reasoning
- Logic
- Problem-solving
- Navigation
- Language

- Intuition
- Creativity
- Emotion
- Consciousness
- Free Will
- Morality



Knowledge

Pattern Recognition

Reasoning

Logic

Problem-solving

Navigation

Expert Systems

Logic-based 
systems

symbolic AI

“good old 
fashioned AI” Pathfinding 

algorithms, robotics

Generative AI

Machine 
Ethics

consciousness 
studies,
philosophy

Machine 
Learning

Language 
Models

Language

Intuition

Creativity

Emotion

Consciousness

Free Will

Morality
AI Ethics



Schmidhuber



Logic-Based Systems, Symbolic AI

Represent the world through a system of 
symbols

Solve tasks using rules of symbol 
manipulation



Babeș-Bolyai University

https://en.wikipedia.org/wiki/Babe%C8%99-Bolyai_University


Babeș-Bolyai University

https://en.wikipedia.org/wiki/Babe%C8%99-Bolyai_University


Logic Theorist - 1956

Herbert Simon, Allen Newell, 
John Shaw (not pictured)

Proved 38 of the first 52 theorems in 
chapter 2 of the Principia Mathematica 
from simple axioms.

Proofs were trivial by today’s standards

Superseded by General Program Solver 
(GPS) and many more systems for 
theorem proving



I expect, say, 2026-level AI, 
when used properly, will be 
a trustworthy co-author in 
mathematical research, and 
in many other fields as well. 
- Terence Tao



Expert Systems

Use inference rules + world knowledge

to answer questions



MYCIN
Stanford, early 1970s
Edward Shortliffe

Simple inference engine + 
knowledge-base of 600 rules

Identify likely bacterial cause
Recommend treatment

65% acceptability, on par with 42-62% 
acceptability of human treatment 
recommendations











Connectionism

“The Design of an Intelligent 
Automaton,” in Research Trends, a 
Cornell Aeronautical Laboratory 
publication, Summer 1958.



Connectionism

Invented 1943 McCulloch 
& Pitts

Implemented by 
Rosenblatt 1957

Learns to classify inputs 
into two categories by 
adjusting weights

Basis for modern neural 
networks



Machine Learning
Learning from data

Modern machine learning inherits 
from the connectionist tradition as 
well as statistics and mathematics

View intelligence as function 
approximation - modeling a data 
generating process

CART 1984, development through 1990s, tree 
ensembles still developing today

Support Vector machines, proposed 1964 Vapnik 
& Chervonenkis, Kernel SVM 1992

Neural Network
Perceptron theory 1943, implementation 1957
Multi-layer perceptron proposed 1958



Cybernetics

Cybernetics vs. AI, 1990, Paul Pangaro

The alternative history of AI



Cybernetics

Intelligence as an emergent phenomenon 
in situated systems

Everything from thermostats to gene 
regulatory networks

Spillover to “mainstream” AI via 
reinforcement learning



Deep Learning

Compose many perceptron-like units into 
an artificial neural network with multiple 
layers



Deep Learning History

https://towardsai.net/p/l/a-brief-history-of-neural-nets

Victor Lavrenko



ImageNet, AlexNet

History of Data Science



Epoch AI

Confluence of data, computing hardware 
improvement, algorithmic improvement, 
investment, excitement







There’s a long tail of things of varying degrees of badness that could happen. I think at 
the extreme end is the Nick Bostrom style of fear that an AGI could destroy humanity. I 
can’t see any reason in principle why that couldn’t happen. - Dario Amodei, Anthropic 
CEO



The upshot is simply a question of time, but that the time 
will come when the machines will hold the real supremacy 
over the world and its inhabitants is what no person of a 

truly philosophic mind can for a moment question. 
- Samuel Butler, 1863 Darwin Among the Machines



AI Present

Positive feedback cycle between 
data, compute, model architectures, 
and investment.

Many paradigms, but Machine Learning, 
Deep Learning, and Generative AI have 
seen most commercial interest.

Machine Learning

Deep Learning

Generative AI



How does Deep Learning Work?

Grant Sanderson, Josh Pullen 
(3Blue1Brown)

1. Start with a random network
2. Collect (input, output) examples
3. Put the inputs into the network
4. Compare the network output 

with the expected output
5. Update the network weights 

until the network output matches 
the expected output

6. Repeat



Self-Supervision

1. Start with a random network
2. Collect (input, output) examples
3. Put the inputs into the network
4. Compare the network output 

with the expected output
5. Update the network weights 

until the network output matches 
the expected output

6. Repeat

$$$ Costly! 

How can we skip this step?



Self-Supervision uses data that already exists
With a clever trick to get “labels” for free

Fill-in-the-blank:

Self-Supervised Language 
Modeling:

1. Find a source of lots of 
sentences (the Internet)

2. For each sentence:

first 9 words: input
10th word:    output

3. Train a model to predict 
output from input



the 
sentence 
so far

Likelihoods 
for the next 
word

Generative Language Modeling



Chris Dyer, DeepMind, CMU

Language 
Modeling is 
flexible



How much data?

Self-Supervised Language 
Modeling:

1. Find a source of lots of 
sentences (the Internet)

2. For each sentence:

first 9 words: input
10th word:    output

3. Train a model to predict 
output from input

Epoch AI, 2022

VisionLanguage

~750 billion words to train frontier AI

vs. 
~30-40 million in a child’s first 4 years



What is Deep Learning good at?



Problem-Solving ✅
Intelligence is the ability to solve tasks, 
period.

Common (implicit or explicit) view among 
ML practitioners in industry.

Behaviorism: If it walks like a duck, 
quacks like a duck, it’s probably a duck.

“saturation” on benchmarks for handwriting 
recognition, image recognition, question 
answering, grade-school math, programming

Douwe Kiela et. al. Dynabench, 2021



Shortcut Learning and Spurious Correlations ✖

Shortcuts are decision rules that 
perform well on standard 
benchmarks but fail to transfer to 
more challenging testing 
conditions…

Shortcut Learning in Deep Neural Networks, 
Geirhos et. al., 2023

Ribiero, et. al. 2016



Adversarial Examples  ✖

Our findings prompt us to view adversarial 
examples as a fundamentally human 
phenomenon. 

… we should not be surprised that 
classifiers exploit highly predictive features 
… given such features exist in real-world 
datasets

Ubiquitous

Shared between models

Sensible?



Sample Efficiency  ✖

Intelligence is the conversion of information 
into problem-solving behavior.

The most intelligent system is one that can 
solve hard tasks from little data.

https://lab42.global/arc/

ARC (Abstraction and 
Reasoning Corpus) example

Human performance:        90%+
Current AI Performance: ~40%

as of 2024



AI Future
Will AI progress continue? How far will it go?
   Under the current paradigm of self-supervised deep learning?
   Under a new or hybrid paradigm?
   In theory or in practice?

Will AI exceed human intelligence?

To what extent will humans and AI be integrated?

How should we govern and control AI?

What’s at stake?

Will AI systems become moral patients?



Will AI Progress Continue?

“Scaling Laws” suggest that 10x increases 
in data, model, and compute scale will 
continue to yield progress

Will there always be 10x more data?
                                  10x more compute?

Various projections indicate that we may 
exhaust text and image data sources in 
the ~1-2 decades

Caveat: what about other paradigms? other 
sources of data?



Will AI Progress Continue?





Summary

Experts vary widely on timelines

Many estimate a high (>50%) chance 
of “Transformative AI”/“AGI” in the 
next 100 years, with some timelines as 
short as a handful of years.



Can Experts be trusted with forecasting? (Steinhardt, UCB)



Can Experts be trusted with forecasting? (Steinhardt, UCB)



What’s at stake?

Individuals? 
Communities? 
Global economy? 
The human species?



Present-day impacts
One narrative says that… 

● speculation about the future of AI 
receives too much attention

● distracts from present-day impacts
● inequitable costs and benefits from AI

IP theft

misinformation/disinfor
mation

economic impacts

environmental impacts

psychological toll of 
data labeling

misuse

…

Look for articles 
by…

Deb Raji
Joy Buolamwini
Timni Gebru
among others



Global Economic Impacts

Anton Korinek
UVA, Brookings Institute

Daron Acemoglu
MIT



Species-Level Impacts

Nick Bostrom Roman 
Yampolskiy

Ray Kurzweil



In the meantime…



Thank you!

https://www.linkedin.com/in/gabriel-simmons/

gsimmons@ucdavis.edu

https://www.linkedin.com/in/gabriel-simmons/

