
Machine Learning  with 
Decision Trees
ECS 170
University of California, Davis
Gabriel Simmons
(adapted from slides by Michael Livanos)



Approaches to Intelligence

Intelligence as search through a state space

We’re intelligent if we can navigate to goal states efficiently

Intelligence as game-playing

We’re intelligent if we can navigate to goal states efficiently…

…in adversarial environments



Approaches to Intelligence
Intelligence as…

Function Approximation: 
We’re intelligent if we can replicate a data-generating process, based on 
observations of its outputs

Discovering Structure:
We’re intelligent if we can find a “simple explanation” for 
seemingly-complex phenomena

Prediction:
We’re intelligent if we can say something true beyond what’s obvious 
from direct observation
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Machine Learning

Goal: develop a model of some process based on data



Machine Learning

Goal: develop a model of some process based on observations of the 
process

observations == data



Types of Machine Learning

ML

Supervised 
ML

Unsupervised 
ML

Reinforcement 
Learning

have labels no labels have a 
function that 

“labels” 
world states
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Fast Forward

it’s the afternoon of your graduation

ECS 170 is just a faint memory

your friends and family have waited for three hours to see you walk

(you forgot to shake the Chancellor’s hand, but it’s ok)

now your friends and 
family are hungry…



Fast Forward

you take everyone to your favorite restaurant in Davis

… but there’s a line

… do you wait?



… do you wait?



… do you wait?



The Decision Tree
A Simple Supervised Machine Learning Model

map a vector of attribute values (inputs) to a single value (output)

“attribute values” == “features”



Output class x1? x2?





Machine Learning

Goal: develop a model of some process based on observations of the 
process

Can we model whether potential customers will wait for a seat or not?



Decision Tree: Core Idea

Select an “informative” feature

Split the data based on feature values

Repeat until the data is separated by output label



What feature should we use?

After splitting on Type, our best guess is still 50/50



What feature should we use?

If we split on Patrons, we can 
be more confident

When there are some patrons, 
people always wait

When there are no patrons, 
people never wait

Informative features partition 
the data into homogeneous 
subsets



Decision Tree Algorithm



What to do with leaf nodes?

Predict No

Predict Yes

Predict No
100% of the time

Select yes or no by 
chance,
Predict that 100% of 
the time



Decision Tree Algorithm



Determining Feature Importance

entropy is a measure of uncertainty about a random variable vk

more certainty == less entropy

more informative features help us become more certain (decrease entropy)



Determining Feature Importance
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Decision Tree Algorithm



Decision Tree Algorithm



Overfitting

From Christopher Bishop’s Pattern Recognition and Machine Learning (Ch 1)



Pavlov’s Dogs



Pavlov’s DogsPavlov’s Dogs

Intelligent?



Overfitting

We’re attempting to model a data-generating process…

… but we only have a finite number of observations.

some correlations in our dataset are reliable…

other correlations are spurious.



Overfitting

We want to learn the signal - the true relationships between variables

And ignore the noise - relationships that only appear in our data by 
coincidence



Overfitting

https://towardsdatascience.com/decision-trees-60707f06e836



Preventing Overfitting – Regularization

Regularization techniques combat overfitting

What does it mean to be regular?

I’m gonna play video 
games for a living

You’re never going to 
get into Johns 

Hopkins like this…



Regularization Methods

Regularization often comes in the form of a penalty on model complexity

https://towardsai.net/p/programming/decision-trees-explained-with-a-practical-example
-fe47872d3b53

https://towardsdatascience.com/an-
introduction-to-decision-trees-with-p
ython-and-scikit-learn-1a5ba6fc204
f



Regularization for Decision Trees – 
Chi-Squared Pruning

Key Idea: remove decisions that only lead to small information gain

How much information gain do we need to keep the split?

Test for statistical significance



Hypothesis Testing:

Null Hypothesis: feature is uninformative, information gain is zero

Proportion in nodes 
after splitting is the 
same as before

No information gain



Hypothesis Testing:

Null Hypothesis: feature is uninformative, information gain is zero

Proportion in nodes after 
splitting is different, more 
homogeneous

Higher information gain



Hypothesis Testing:

Null Distribution: Construct a distribution of the outcomes we would see by chance for 
uninformative features

Most of the time, 
information gain is 
low Sometimes we get a 

large information gain 
from uninformative 
features… 

but it’s rare



Set a threshold t on the 
information gain Area = 0.05

If we see an information 

gain larger than t…

there’s only a 5% chance 
it’s spurious

t

Hypothesis Testing:

Null Distribution: Construct a distribution of the outcomes we would see by chance for 
uninformative features



Regularization for Decision Trees – 
Chi-Squared Pruning

Step 1: Fit the tree until all the leaf nodes are homogeneous

Step 2: For each split, check whether it significantly reduces our prediction 
uncertainty using chi2 test, remove if not



Pruning vs. Early Stopping

Why fit the whole tree first?

Why not just check information gain 
along the way?

Sometimes features are only 
informative in combination







Selecting Models

Assume that the data distribution is stationary and samples are independent -> 
IID assumption

Define the “best model” to be the model that minimizes error rate on future 
unseen data

Error rate says how often our prediction does not match the truth

Estimate the error rate by testing our model on a set of examples not seen 
during training - the “test set”



Hyperparameters



Selecting Models

Assume that the data distribution is stationary and samples are independent -> 
IID assumption

Define the “best model” to be the model that minimizes error rate on future 
unseen data

Error rate says how often our prediction does not match the truth

Estimate the error rate by testing our model on a set of examples not seen 
during training or hyperparameter tuning - the “test set”



Splitting the Data

Split the data into train and test

For development, split train 
further into train and validation

When the train dataset is small, 
perform validation multiple times

(cross-validation)



Model Selection and Optimization


