Part 1: Neural Networks & Logic Gates
Understand how neural networks can be used to approximate boolean functions like AND, OR, XOR.
Write the weights of a neural network that can compute each of these boolean functions.

Understand why the ability to represent boolean functions is important, and what it shows
about the way neural networks represent or approximate functions.

Understand the concept of latent space.

Part 2: Classification Metrics

Describe, calculate, and interpret classification metrics including the confusion matrix, accuracy,
precision, recall, F1 score, ROC curve, PR curve, AUROC, and AUPR.

Compare classification metrics; understand strengths & weaknesses of each; understand when to apply
each metric.
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How do we interpret this number?
What does it mean?

Is it good? bad?

Z‘f Plhike \ Tenp = mz0)
0.16= scale (1U.2°0)



Fer inpat X, V= NN (scale(x)), whet scale is e
Min- man sealiay LondHon and NN bs fhe neual nebwerk
X=14.2°C
SCale (x)=0.16
$=NN(016)=0.627
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Next time...
How to get weights that give better predictions (How to train neural networks via backpropagation)

Later in this lecture...
How to say something more precise than "Not Good" (Classification Metrics)

Up next...
What kinds of functions can neural networks represent?
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We engineered a neural network by hand, starting with intuitions about logical functions.
This is abnormal! We only did this to show that it's possible!
Normally we are much lazier, and have gradient descent do the work for us.

Will gradient descent find such a "neat" solution? Sometimes, but not always.



Truth Table for the network
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We engineered a neural network by hand, starting with intuitions about logical functions.

PrTN e FPFEN=N

This is abnormal! We only did this to show that it's possible!
N'= I\W"‘\W‘/" \2%
Normally we are much lazier, and have gradient descent do the or us.
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